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Extracting Text Information from Digital Images 
Md. Mijanur Rahman, Mahnuma Rahman Rinty and Fouzia Risdin 

 

Abstract— Extracting text from an image is a difficult task. The main purpose of this project work is to develop a system that extracts text 
and its related information from digital images. Text on images contains useful data or information for annotation, indexing, and structuring 
of images. However, the problem of text extraction extremely challenging for variations of text on images. Various systems have been 
proposed in the past for detection and extraction of text from images. The main aim is to extract the character data from the digital images. 
This paper proposed effective algorithms that have been used to extract characters from printed paper or scanned document. The 
proposed system scans the text by evaluating each and every line. The system achieved more accurate results for normal documented 
image as well as with the scanned pages and has been implemented using C/C++ programming paradigm in Linux platform. 

Index Terms— Adaptive Thresholding, Canny Edge-Detection, Morphological Image Processing, OCR, Text Extraction. 

——————————      —————————— 

1 INTRODUCTION                                                                     
oday the most information is available either on paper or 
in the form of photographs or videos. Large information is 
stored in images. The major feature of this system is to 

extract and display text with its information in text format 
from the image format. There are various approaches for ex-
traction. These approaches have been proposed for specific 
application. Various sources of image with text are available 
like: image with caption text, image with shaded background, 
some images with text are also different with their color, 
alignment size etc. [1]. This variation makes the problem very 
difficult to draw automatically.  
 In this paper an improved system is proposed which extracts 
text in images. The system takes colored images as input. The 
main objective of the system is to automatic the task of text 
extraction and displays its information. So it is useful to detect, 
extract and recognize text from digital images and automates 
the task of extracting text document, or metadata from digital 
images, to make the proper use of image database retrieval. 
The Key Features of the Proposed System are Grayscale con-
version, Canny-edge detection, Adaptive thresholding, Mor-
phological Operation, Character (also word and line) block 
detection, Optical Character Recognition. 

2 PREVIOUS WORKS 
Various methods have been proposed in the past for text ex-
traction from images. Some of these include page segmenta-
tion, text color extraction, video frame text detection and con-
tent-based image or video indexing [1].Various methodologies 
that have been used for extracting text from images are: con-
verting colored image to grayscale, binarization, connected 
components, horizontal and vertical projections and recon-
struction [2]. On another paper, image segmentation and text 

extraction system included methodologies are frame extrac-
tion, image segmentation, image classification, text extraction 
and OCR [1]. Effective algorithms have been used to imple-
ment the methods on the field of text extraction.  Another ef-
fective method is A Robust Algorithm for Text Detection in 
Images which can automatically detect, localize and extract 
horizontally aligned text in images (and digital videos) with 
complex backgrounds is presented [3]. Text information ex-
traction from images and video in [4] includes methodologies 
like detection, localization, tracking, extraction, enhancement, 
and recognition of the text from a given image. The developed 
system in [4] is useful for describing the contents of an image, 
it can be easily extracted compared to other semantic contents, 
and it enables applications such as keyword-based image 
search, automatic video logging, and text based image index-
ing. So, taking into consideration of the previous works we 
have tried to design our system in a new platform and simple 
manner. 

3 METHODOLOGIES 
3.1 Image Acquisition 
Image acquisition is a process where an image is given that is 
already in digital form. This is the stage where the image un-
der consideration is taken. 
Image acquisition 
contains variation in 
the intensity levels 
along the image. So 
many noises are also 
added to the image. 
So the first task is 
required to denoise 
the image. It’s called 
pre-processing [5]. 
The proposed sys-
tem used document-
ed image as input. 
Such type of sample 
image is shown in 
Fig.1. 

                                       Fig. 1. Sample Documented Image 
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3.2 Grayscale Operation 
A digital color image includes color information for each pixel. 
There are various color models which are used to represent a 
color image. These are RGB color model, in which red, green 
and blue light is added together in various ways to reproduce 
a broad array of colors. The other models are CMY color mod-
el which uses cyan, magenta and yellow light and HSI model 
which uses hue, saturation and intensity variations.  
Grayscale images contain many shades of gray without any 
observable color. [6]. In an 8 bit image, 256 shades are possible. 
The darkest possible shade black is represented as 00000000 
and lightest possible shade white is represented as 11111111. 

3.3 Canny Edge-Detection 
Edge detection is the previous and major step before objects 
detection and segmentation. It is a necessary step to find the 
boundaries of the objects [7].  

Canny Algorithm 

It is a multi-step algorithm that can detect edges with noise 
suppressed at the same time [8]. It follows the following steps: 
 

Step-1. Smooth the image with a Gaussian filter to reduce 
noise and unwanted details and textures.  

n)f(m,*n)(m,Gn)g(m, σ=          (1) 
Where 
 

(2) 
 
Step-2. Compute gradient of g(m , n) using any of the gradient 
operators (Roberts, Sobel, Prewitt, etc) to get: 
   
                 
 
    and  

 
 
 

Step-3. Threshold M: 
 
 
 

Where T is chosen that all edge elements are kept while most 
of the noise is suppressed. 

Step-4. Suppressed non-maxima pixels in the edges in  ob-
tained above to thin the edge ridges. To do so, check to see 
whether each non-zero  is greater than its two neigh-
bors along the  gradient direction . If so, keep  
unchanged, otherwise, set it to 0. 
 
Step-5. Threshold the previous result by two different thresh-
olds  and  (where  ) to obtain two binary images 

.  
 
Step-6. Link edge segments in  to form continuous edges. To 
do so, trace each segment in  to its end and then search its 
neighbor in  to bridge the gap until reaching another edge 

segment in  . 

3.4 Adaptive Thresholding 
Thresholding is required for image segmentation. It distin-
guishes the image regions as objects or the background. Alt-
hough the detected edges are consist of text edges and non-
text edges in every detail component sub-band, it distin-
guishes them due to the fact that the intensity of the text edges 
is higher than that of the non-text edges. 
An appropriate threshold value is selected and preliminarily 
removed the non-text edges in the detail component sub-
bands. Adaptive thresholding employs to calculate the target 
threshold value T [9]. 
The target threshold value is obtained by performing an equa-
tion on each pixel with its neighboring pixels. Then it needs to 
employ two mask operators to obtain such an equation and 
then calculate the threshold value for each pixel in the detail 
sub-bands. Basically, the dynamic thresholding method ob-
tains different target threshold values for different images. 
Each detail component sub-band is then compared with T to 
obtain a binary image. The threshold T is determined as fol-
lows: 

 
   

     (3) 
 
   (4) 
 

 
                   
(5) 

In Eq. (4), denote two-dimensional liner convolution. After 
that, we can apply Eq. (3) to compute T and the binary edge 
image (e) is then given by the following equation. 

      (6) 
 

3.5 Long-Line Finding 
Long line finding is also a part of image segmentation. The 
edge-detection block finds the edges in the intensity image. 
This process is very efficient to the Hough Lines block by re-
ducing the image area over which the block searches for long 
lines [7]. 
Hough Transformation for finding straight lines algorithm 
finds all long-lines in the digital images [8]. The algorithm is 
described below. 
 
Accumulate the straight line segments in gray-tone image S to 
accumulator A. 
S[R,C] is the input gray-stone image. 
NLINES is the number of rows in the image. 
NPIXELS is the number of pixels per row. 
A[DQ,THETAQ] is the accumulator array. 
DQ is the quantized distance from a line to the origin. 
THETAQ is the quantized angle of the normal to the line. 
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procedure accumulator_lines(S,A) 
{ 
  A := 0;  
  PTLIST := NIL; 
  for R := 1 to NLINES 
   for C := 1 to NPIXELS   { 
     DR := row_gradient(S,R,C); 
     DC := col_gradient(S,R,C); 
     GMAG := gradient(DR, DC); 
     if  GMAG > gradient_threshold  {  
      THETA := atan2(DR, DC); 
      THETAQ := quantize_angle(THETA); 
      D:= abs(C*cos(THETA)– R*sin(THETAQ)); 
      DQ := quantize_distance(D); 
      A[DQ,THETAQ]:=A[DQ,THETAQ]+GMAG; 
     PTLIST(DQ,THETAQ):=append(PTLIST(DQ,     
                                                     THETAQ),[R,C]) ; 
     } 
   } 
} 

 
 

Fig. 2. Line Detection 
 

3.6 Morphological Operation 
Morphological image processing is a collection of non-linear 
operations related to the shape or morphology of features in 
an image. Morphological operation includes: erosion, dilation, 
opening and closing. Dilation operation is normally per-
formed for enhancing image area that containing text. 

Process of performing dilation operation 

There are three kinds of edge regions intermixed with the text 
regions of grayscale image [9]. Overlapping occurs a lot after 
the morphological dilation operation. On the contrary, only 
one kind of edge region or two kinds of edge regions exist 
separately in the non-text regions and hence there is no over-
lapping even after the dilation. So, the bitwise AND operator 
causes to get the candidate text regions. There are also some 
non-text component regions which are too large or too small. 
By limiting the block size, we obtain the final text regions. 
Each text region has a moderate size w × h (pixels) in a candi-

date text region image. 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Dilated image of three binary regions. 
 
 
 
 
 
 

    (a)      (b)   (c)  
Fig. 4. (a) Horizontal, (b) Diagonal and (c) Vertical edges dila-

tion operators. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Text extraction by using the bitwise AND operator. 

 
The minimum text block size is determined as follows: 
width>100pixels, height>35(pixel)  
Removing the candidate text regions smaller than this limit. 

 
 
 
 
 
 
 
 
 

Fig. 6. (a) The candidate text region (b) the extracted real text 
region. 

3.7 Finding Line Block 
It is the process of detecting each character block, word block, 
line block and paragraph block of text in the digital images. 
Each block is like a shape of a rectangle. This operation is per-
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formed by the Best Fitting Block algorithm. 
The decomposition of an image into rectangular block is found 
first. To start with, the “best fitting block” foreground pixel is 
found first. This process is done by using a top-down scan. 
Then, a search is conducted for all “best fitting blocks” at all 
foreground pixels which belong to the “surrounding lines” of 
already detected blocks, i.e. are immediately adjacent to the 
perimeter of such blocks and belong to their exterior. This pro-
cess is repeated iteratively, transforming the pixels of all de-
tected blocks to background pixels, until no foreground pixel 
remains on the surrounding lines of all blocks of the current 
connected image component. There follows a complete de-
scription of the following algorithm [10]:  
 
Step-1: Perform a top-down scan of the image to find a pixel at 
coordinates (x0,y0): I (x0,y0) = 1. 
 
Step-2:  
(a) Find the opposite vertex (xop,yop) of the “best fitting 

block” at  (x0,y0). 
(b) Set BlockNum =1. 
(c) Set XF[1] = x0, XL[1] = xop, YF[1] = y0 YL[1] = yop. 
(d) Set I(x, y) = 0  x  [XF[1]…XL[1]]  y  [YF[1]…YL[1]). 

 
Step-3: Set iter =1. 
 
Step-4: For every (x, y) belonging to the surrounding line of 
the block with opposite vertices at (X F(iter), Y F(iter)) and (X 
L(iter), Y L(iter) and obeying l(x, y) = 1: 

a) Find the opposite vertex (xop,yop) of the “best fitting 
block at (x, y). 

b) Set BlockNum = BlockNum + 1. 
c) Set XF[BlockNum] = x, XL[BlockNum] = xop, 

YF[BlockNum = y, YL[BlockNum] = yop. 
d) Set 

I(x,y)=0 x [XF[BlockNum]…XL[BlockNum]] y [YF[Bl
ockNum]…YL[BlockNum]]. 

 
Step-5: If iter < BlockNum then iter = iter + 1 and go to step 4. 
 
Once the process has been completed, the coordinates of all 
blocks that form the first object of the image are stored in the 
matrices XF[i], X¸[i], YF[i], YL[i], for i = 1…BlockNum. The 
above process is repeated until all image objects have been 
segmented.  
 

Fig. 7. Line segmented image of printed text. 

3.8 Cropped Image 
Cropping is the removal of the outer parts of an image to im-
prove framing, accentuate subject matter or change aspect ra-
tio [11]. 
 
Syntax of Cropping Image: 

J = imcrop 
J = imcrop(I) 
J = imcrop(X,cmap) 
J = imcrop(h) 
J = imcrop(I,rect) 
J = imcrop(X,cmap,rect) 
J = imcrop(x,y,__) 
[J,rect2 = imcrop( __ ) 
[x2,y2,__] = imcrop( __ ) 

 
Description: 
• J = imcrop creates an interactive Crop image tool associ-

ated with the input image. 
• J = imcrop(I) displays the image I in figure window and 

creates an interactive crop image tool. 
• J = imcrop(X,cmap) displays the indexed image X in a 

figure using the colormap cmap and creates an interac-
tive crop image tool. 

•  J = imcrop(h) creates an interactive crop image tool as-
sociated with the image specified by the handle h. 

• J = imcrop(I,rect) crops the image I according to rect, 
which specifies the size and position of the crop rectan-
gle [xmin ymin width height], in terms of spatial coor-
dinates. 

• J = imcrop(X,cmap,rect) crops the indexed image X with 
colormap cmap according to the vector rect, which spec-
ifies the size and position of the rectangle. 

• J = imcrop(x,y,__) crops the image using a nondefault 
coordinate system, where x and y specify the image lim-
its in the world coordinate system. 

• [J,rect2 = imcrop( __ ) also returns the position of the 
cropping rectangle in rect2. 

• [x2,y2,__] = imcrop( __ ) also returns the image limits in 
x2 and y2. 

3.9 Optical Character Recognition (OCR) 
Optical character recognition also called optical character 
reader (OCR) is the mechanical or electronic conversion of 
images of typed handwritten or printed text into machine en-
coded text, whether from scanned document. 
In this project work, Tesseract OCR engine has been used for 
extracting text information. It is an open-source OCR engine. 
Usually OCR engine can only return characters, font, word, 
line or region information. We just need to add many other 
modules and tune them to get the best results. 
No own page layout analysis is needed for Tesserat. It as-
sumes its input is a binary image with optional polygonal text 
regions defined. The process of OCR has a step-by-step pipe-
line, which includes Line and Word finding, Word Recogni-
tion, Static Character Classifier, Linguistic Analysis and Adap-
tive Classifier. 
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4 EXPERIMENTAL RESULTS AND DISSCUSSION 
The proposed approach has been evaluated using digital im-
age containing different types of text format. So before getting 
the final text from the image, some resulting images of differ-
ent stages have been built and these results are shown in the 
following figures. 
 

  
Fig. 8. Input image Fig. 9. Canny Image 

 
Canny Edge-Detection Result   
As Canny algorithms gives most accurate result for edge de-
tection so that we have used it. The following result in Fig.9 
shows each object is segmented from the input image for 
closed region boundaries.  

  

Fig. 10. Thresholded Image Fig.11. Long-line Found in the 
Image 

.Adaptive Thresholding Result 

Thresholding process is applied to discard unwanted pixel 
regions that are less than a calculated threshold value. The 
resulting thresholded image is shown in Fig.10. 

 

Long-Line Finding Result                                                    

To remove unnecessary long line from the image long-line 
finding has been done by using Hough Transformation algo-
rithm and the result is shown in Fig.11. 

Non-edge Removing Result  

After applying edge detection algorithm, it is necessary to re-
move the non-edges for extracting only texts from the image. 
The non-edge removing has been performed by Morphologi-
cal (dilation) operation.         

  

Fig. 12. Non-edge removed 
image  

Fig.13. Block-extracted image 

Block-Extraction Result 

A rectangular block for each character is found at this stage. 
These blocks are symbolized by the teal color. The result is 
shown in Figure-13.   

Finding Line-Block   

After finding character blocks the line blocks are found by 
using “Best Fitting algorithm” where all rectangular character 
blocks in one line is determined as a single line block. 

Finding Paragraph Block 

After finding all line blocks, by adding all line-blocks when 
the system finds a full-stop or gap then it counts all lines as a 
para-block. The para-block image is shown in Fig.15. 
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Fig.14. Line-block found 
image 

Fig.15.Para-blocks found image 

Final Text Extraction Result  
For a digital scanned copy image, the result is mostly accurate 
and all the texts have been extracted with very little noise. The 
final extracted text of the input image (see Figure-8) has been 
saved as text file and shown in Fig.-16.  

Chapter 4 
Rapid Serial Visual Presentation: Bilingual 
Lexical and Attentional Processing 
Jennifer M. Martin and Jeanette Altarrilm 
This chapter examines the use of Rapid Serial Visual Prexemmion 
Abstract 
(RSVP) as a research method for studying reading and attention in bilinguals 
Theoretical background and methodological considerations are provided for the 
most common ways in which RSVP is used: lexical pmcessing, repetition blimlness 
(R8), the attentional blink (AB). and executive control. The authors also describe 
and discuss relevant studies that have used bilingual participants, whether exclu 
sively or in comparison to monolinguals. To date, there has been relatively little 
use of RSVP in bilingual research. However, this chapter provides rationale for its 
use as a well-controlled experimental method that is especially well-suited for use 
with bilinguals (whose reading speeds tend to vary a great deal). Suggestions for 
future research are also provided 
Introduction 
9‘? 
Throughout this volume. the various methods used to study bilingual reading and 
related processes are presented along with discussions on how these methods inform 
theory and research in bilingualism. The focus of this chapter is on rapid serial 
visual presentation (RSVP). RSVP is a method in which letters, digits, or words are 
presented one at a time for a designated brief period of time. For example, Fig. 4.1, below, 
shows a sample experiment that uses an RSVP stream of eight items presented 
serially for 100 milliseconds (ms) with no pause in between (0 ms interstimulus 
interval; 181). The boxes in the figu reindica tewh att heparticipa ntwou ld beviewi ng 
on the computer screen. proceeding chronologically from the upper left corner to 
the lower right comer. Stimuli may comprise a list of items or a full phrase or sen 
tence. The greatest strength of this method is flexibili tya ndcontr ol inmanipulati ng 
J. Altarriba. PhD. 
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Dcpanment of Psychology, University at Albany. State University of New York 
Social Science Building-Room 399 1400 Washington] Avenue. Albany. NY l2222, USA 
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Q‘ .0 
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E) Springer Science+Business Media New York 2016 
RR. Hercdia cl al. (eds). Methods in Bilingual Reading7 Comprehension 
Research. The Bilingual Mind and Brain Book Series I 
DOl [0.1007/978-1«1939-29934 4 
6| 

Fig. 16. Extacted Text File (almost text data) 

 
For a slide documented image (see Fig.17), the result is also 
quite accurate with less unwanted characters. The input image 
contains some figures and sysmbols.  

 
 
 
 
 
 

Input Image 
 
 
 
 
 
 
 
 
 
 
 

 
 

Extracted Text File 
05A Interference Study 
Processing Solutions 
64-bit PolyWorks V10 utilized for alignment of Surphaser scans 
N-pairs of center points alignment in lMinspect module used 
Multiple Users align scans to Laser Tracker coordinate system concurrently 
Section out specific areas of interest for full resolution and decimate remainder 
Break up large point clouds into manageable sections for downstream CAD work 
__—l 
High-End Workstations accelerate processing and alignment 
l 
Dual quad core cpu‘s 
Nvidia Quadro FX4600 GPU 
1668+ RAM 
15.000 RPM SAS hard drives 
__4 
a | 
0 v; 
Aero & Defense 
TEST 
DIRECT 
linonctonl 
nova tum». u ll noon- ' 
"UNI: 

 
 

Fig.17. Text extraction result, including text and unwanted 
characters. 

 
The proposed method is not suitable for all types of digital 
image like Fig.18. Because that image contains figure or 
picture like scenes more than text. The extraction results from 
such type of image files includes major unwanted characters 
or symbols. Therefore, the proposed system is best suite for 
scanned-copy and documented image files that contain text 
mostly as document. 
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Input Image 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Extracted Text File 
WAN 
Wide Area Network 
r—m 
v ‘__._.'—— T 
:1": 
LI— 
'13‘ 
'LII‘ 
l-LIZH 
I-FIZH 
rrfi 
L1“ 
III III 
14 
MAN 
Metropolitan 
Area Network 
LAN 
Local Area Network 
nmunffil‘iilil'I—“ffff. 
mm ”H EW 
‘4 
E i 
F. 
JIIIIIMI 

 
Fig. 18. Fault text extracted result, contains unwanted characters. 

5 CONCLUSION 
In this paper, the main focus is on extraction of text from digi-
tal images and displaying its information. The proposed sys-
tem used documented images or scanned text book pages as 
inputs and produced better results. Current technologies do 
not work well for digital images that containing bent or arched 
text or image that contains pictures more than text. It also un-
able to remove undesirable text from images. In contrast, the 
result is more accurate with small number of unwanted char-
acters for normal documented image as well as with the 
scanned pages. This system also introduced a new platform 
for text information extraction in Linux operating system. The 
future plan is to implement an intelligent information extrac-
tion system that will automatically skip all unwanted charac-
ters or symbols. 
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